Abstract
There are algorithms with exponential worst-case complexity but which work very well in practical applications. Probably the most famous representative of such an algorithm is the Simplex Method for Linear Programming. This gap between the worst-case complexity and the practically observed performance motives doing a so called probabilistic analysis. Most important to mention in our case are the Average-Case-Analysis done by Borgwardt and the Smoothed Analysis done by Spielman and Teng. Both analyses base on the shadow-vertex pivot rule for the Simplex Method. Differences in both approaches can be found in the used techniques to derive upper bounds for the expectation values determining the complexity in each case.

The Complexity of Algorithms
We want to state three different complexity types for an algorithm. Therefore, let $C_A$ be a complexity measure of an algorithm $A$ on input $x$. $\Omega$ shall be the domain of all possible inputs for $A$ and $\Omega_x$ the domain of all inputs of length $n$.

Worst-Case Complexity:
The algorithm $A$ has worst-case $C$-complexity $f(n)$, if $\max_{x \in \Omega_x}C_A(x) = f(n)$ for a function $f$ from $\mathbb{N}$ into $\mathbb{R}^+$.

Average-Case Complexity:
For a family $\mu$ of distributions $\mu_x$, on $\Omega_x$, we say that $A$ has average-case $C$-complexity $g(n)$ under $\mu$ if $\sum_{x \in \Omega_x}E_{\mu_x}\{C_A(x)\} = g(n)$ where $g$ is a function from $\mathbb{N}$ into $\mathbb{R}^+$.

Smoothed Complexity:
$A$ has smoothed $C$-complexity $h(n, \sigma)$, if $\max_{x \in \Omega_x}E_{\mu_x}\{C_A(x + (\sigma|x|)|g|)\} = h(n, \sigma)$.

Here, $h(n, \sigma)$ is a function from $\mathbb{N} \times \mathbb{R}^+ \times \mathbb{R}^+$ to $\mathbb{R}^+$ and $(\sigma|x|)|g|$ is a vector of Gaussian random variables of mean 0 and standard deviation $\sigma|x|$, where $|x|$ is a measure of the magnitude of $x$ (e.g. the euclidian norm or the maximum norm).

The Shadow-Vertex Algorithm
At the moment we want to deal with problems of the form

$$\text{maximize } \langle v, x \rangle$$
subject to $x \in X := \{x | (a_1 \cdot x) \leq 1, \ldots, (a_m \cdot x) \leq 1\}$

where $x, a_1, \ldots, a_m \in \mathbb{R}^n$ and $m > n$. We want to assume that a vertex $x_0$ of $X$ has already been given so that we can start with Phase 2 of our Simplex Method right away. This vertex shall be optimal with respect to the problem maximize $\langle u, x \rangle$ for a vector $u \in \mathbb{R}^n$.

Assumption of Nondegeneracy:
Each $n$-element subset of $\{a_1, \ldots, a_m, u, v\}$ is linearly independent and each subset of $n+1$ elements out of $\{a_1, \ldots, a_m\}$ is in general position.

The primal shadow-vertex algorithm constructs a simplex path from $x_0$ to a vertex $x_2$ using all vertices $\bar{x}$ of $X$ for which there exists a $w \in \text{cone}(u, v)$ such that $\bar{x}$ is optimal with respect to maximize $\langle w, x \rangle$, $x_0$ is either the optimal solution or the last vertex before an unbounded ray improving the objective function. We can bound the number of vertices on this simplex path by counting the number $S$ of vertices of $X$ which are optimal for any objective function $t \in \text{span}(u, v)$. It can be proven that $S$ is equal to the number of vertices of the two-dimensional polygon which results from the orthogonal projection of $X$ on $\text{span}(u, v)$.

Now we switch to the dual polyhedron $Y$ (with respect to $X$) as it is easier to calculate $S$ in this dual perspective. $Y$ is defined as the set $\{g(x, y) \leq 1 \forall x \in X\}$ and it is possible to prove that we can also express it as $\text{cone}(0, a_1, \ldots, a_m)$. Exploiting our nondegeneracy condition and the properties of $Y$, we can deduce that $S$ is equal to the number of $n$-element subsets $\Delta = \{\Delta_1, \ldots, \Delta_S\}$ of $\{1, \ldots, m\}$ for which $\text{cone}(a_{\Delta_1}, \ldots, a_{\Delta_S})$ is a $(n-1)$-dimensional side-simplex of $Y$ and intersected by $\text{span}(u, v)$.

The Average-Case-Analysis
Our stochastic model:
The random vectors $a_1, \ldots, a_m, v$ shall be distributed independently, identically and symmetrically under rotations on $\mathbb{R}^n \setminus \{0\}$.

Based on the dual shadow-vertex algorithm, we can obtain the following integral formula for the expectation value of $S$:

$$E_{\Delta, v}[S] = \text{(expected number of } \Delta\text{'s, such that conv}(a_{\Delta_1}, \ldots, a_{\Delta_S})\text{ is a facet of } Y \text{ and intersected by } \text{span}(u, v))$$

$$= \text{(number of candidates } \Delta\text{) \cdot (probability that the candidate } \Delta = (1, \ldots, n)\text{ satisfies both conditions)}$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} G(b(a_1, \ldots, a_m))^{n-1} \text{d}v(a_1, \ldots, a_{m-1})$$

In the integral formula, $G(b(a_1, \ldots, a_m))$ stands for the probability that another random vector $a_i$ lies on the same side of the hyperplane $\text{aff}(a_1, \ldots, a_{m-1})$ than the origin. Moreover, $n \cdot W(a_1, \ldots, a_{m-1})$ indicates the probability that $\text{conv}(a_1, \ldots, a_m)$ is intersected by $\text{span}(u, v)$. Thus, $(\ast)$ indicates the probability that $\text{conv}(a_1, \ldots, a_m)$ is a facet of $Y$ and intersected by $\text{span}(u, v)$. Estimating this integral formula delivers $C \cdot m^{\frac{m}{2}} \cdot w^2$ as an upper bound where $C$ is a constant independent of $m$ and $n$. Based on this we can obtain the following result for the analyzed algorithm:

Theorem:
For all distributions according to our stochastic model, the Dimension-by-Dimension Shadow-Vertex Simplex Method does not require more than $C \cdot m^{\frac{m}{2}} \cdot w^2 \cdot n^3$ pivot steps on the average.

The Smoothed Analysis
Our model of perturbation:
The vectors $a_1, \ldots, a_m$ are Gaussian random vectors of standard deviation $\sigma$, centered at points of norm at most 1. Moreover, $u$ and $v$ are fixed vectors and thus independent of the $a_i$'s.

Instead of determining the number of facets of $Y$ which are intersected by $\text{span}(u, v)$, we calculate the number of facets intersected by a finite number of vectors from $\text{span}(u, v)$.

Let $q_i$ be the $i$-th of these all in all $l$ vectors and let $E_i$ be a random variable indicating whether the $i$-th and the $(i + 1)$-th vector intersect different facets of $Y$. Then, for $l$ sufficiently big, $S = \sum_{i=0}^{l-1} E_i$ holds and thus $E_{\Delta, v}[S] = E_{\Delta, v}[\sum_{i=0}^{l-1} E_i]$. Excessively exploiting the above mentioned model of perturbation (together with the discretization), we can deduce that $E_{\Delta, v}[S] \leq \frac{2n}{\sigma^2}$.

This is the basis for the further analysis which delivers the following result:

Theorem:
For an arbitrary linear program with $n > 3$ variables and $m > n$ constraints, the expected number of pivot steps of the analyzed two-phase Shadow-Vertex Simplex Method for the smoothed program (perturbed according to the definition of smoothed complexity) is at most a polynomial $P(n, m, \sigma^{-1})$.
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